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Presentation 
Overview

1. Responsible AI principles.

2. Existing and upcoming AI regulation.

3. AI management and governance 

frameworks.

4. AI security.

5. Privacy challenges and solutions.
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1.Responsible AI Principels

The terms “Ethical AI”, “Trustworthy AI” 
and “Responsible AI” are often used 
interchangeably. For others, ethics goes 
beyond or is different from RAI.

Responsible AI frameworks are developed 
and implemented as self-regulatory 
initiatives, by international organizations, 
and standardization bodies.

Existing AI regulation can regularly be 
mapped to the principles of responsible AI.



US:  
● AI regulated in sectoral approach, e.g., FTC, EEOC, 

CFPB, ..
● Executive Order on AI (not as regulation per se)
● State (privacy) laws

EU + extraterritorial scope:
● GDPR for personal data
● EU AI Act (upcoming)
● EU Liability directive (upcoming)

Other countries:
● Canada, China, Brazil,…

Global AI Governance initiatives: 

● UN, G7, OECD,...

2. AI Regulation



ENFORCEMENT 
EXAMPLES - US



ENFORCEMENT 
EXAMPLES - EU



UPCOMING EU AI ACT: SCOPE

Compliance with the EU AI Act is mandatory when targeting or 

impacting the EU market, regardless of the company's location. 

Specifically applicable globally for:

Providers (Developers or Marketers of AI Systems) when

➔ AI systems are introduced to the EU market.
➔ AI system's output is used in the EU under international law.

Deployers (Users of AI Systems) when

➔ International law applies or the system's output is used in the EU.



UPCOMING EU AI ACT: requirement overview

Prohibited Practices / Unacceptable Risk::

● Indiscriminate biometric data scraping.
● Public facial and emotion recognition systems.
● Social scoring by authorities.
● Behavior-manipulating AI.
● Profiling for delinquency.

High Risk:

● Affects human safety and fundamental rights.
● Strict vetting and continuous monitoring.
● Mandatory EU database registration.

Limited Risk:

● Transparency about AI use and data type.

Minimal Risk:

● Encourages ethical use codes.

Source: ISACA



RISKS

SOURCE: PwC



EXAMPLES - REGULATORY RISK



EXAMPLES - REGULATORY RISK
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AI MANAGEMENT 
FRAMEWORKS

… help organizations navigate their involvement 
with AI systems, set up governance processes, 
and manage AI risks.

… streamline processes for using, developing, 
monitoring, or providing AI-related products and 
services.

… address trustworthiness concerns (security, 
safety, fairness, transparency, data quality).

… provide guidelines for deploying controls to 
support AI management processes.

… generate evidence of responsibility and 
accountability regarding the organization's role 
with AI systems.
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AI GOVERNANCE 

… is a component of AI management. 

… focuses on establishing policies, 
guidelines, and ethical considerations for the 
responsible development, deployment, and 
use of AI within an organization.

… emphasizes the need for ethical and 
responsible practices in the use of AI 
technologies (e.g., in defined AI Objectives).



ISO/IEC 42001:2023, Artificial 
intelligence Management system

ISO/IEC 42001 is a certifiable framework that helps to 
establish, implement, maintain, continually improve 
and document an AIMS.

Goal: 

Guidance for organizations of any size or type in the 
responsible development, provision, or utilization of AI 
systems to meet organizational objectives, applicable 
requirements, and obligations and expectations 
related to stakeholders.



NIST AI RISK 
MANAGEMENT 
FRAMEWORK



PRACTICAL IMPLEMENTATION



OPERATIONAL CHALLENGES

Transparency and explainability of AI systems: From ethical 
guidelines to requirements: Nagadivya Balasubramaniam, 
Marjo Kauppinen, Antti Rannisto , Kari Hiekkanen, Sari Kujala, 
July 2023



AN EMERGING 
ECOSYSTEM 

AROUND 
RESPONSIBLE AI

The landscape of AI startups 
providing services for 
responsible AI 
operationalization is 
growing fast.
Includes:
● Identifying AI 

Deployment Across 
Organizations

● Ensuring Compliance 
with Regulatory 
Requirements during 
development

● Privacy-first data and 
processing 
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4. AI Security

Field is in development. 

New resources:

NIST Adversarial Machine 
Learning: A Taxonomy 
and Terminology of 
Attacks and Mitigations

ENISA Securing Machine 
Learning Algorithms

Microsoft Failure Modes 
in Machine Learning

Google Secure AI 
Framework (SAIF)

The OWASP AI Exchange
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Essentials of AI 
Security

1. Well-established information security 
management systems form the 
foundation of AI security.

1. Create explicit and supplementary AI 
security measures and incorporate them 
into current risk management protocols.

1. Effective communication between 
cybersecurity experts and data scientists 
is essential for success in this arena.
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5. Privacy 
Challenges in AI

Benefits of privacy-preserving machine learning 
techniques

Challenges associated with privacy in AI

General Privacy and Data protection principles apply to AI systems and 
processing of personal data.

AI privacy risks include:

● Bias and Discrimination
● Harms from Inferences
● Problematic Data Actions: (unexpected data collection, storage, and 

use)
● Lack of Processing Basis: Processing data without a clear legal 

basis
● Secondary Data Use: Data repurposed for new, undisclosed uses
● Jurisdictional Issues and Data Scraping: Data scraping across 

jurisdictions 
● Re-identification Risks in Anonymized Data

Effective management of these risks requires adherence to privacy 
principles, clear regulatory frameworks, mechanisms for accountability, 
and engineering privacy into AI system development. 



PETs that support privacy and security in the context of AI/ML and 
responsible AI are also referred to as Privacy-Preserving ML
(PPML) or Privacy-Preserving Data Sharing and Analytics (PPDSA).

“Privacy-preserving data sharing and analytics (PPDSA) methods utilize 
cryptographic techniques, which inherently satisfy the 
confidentiality objective.

The distinctive aspect of PPDSA approaches is their ability to achieve 
dissociability, preventing authorized entities from establishing 
linkages between data and individuals' identities, thereby enhancing 
privacy even with authorized data usage.

Such technologies currently include, but are not limited to, secure 
multiparty computation, homomorphic encryption, zero-knowledge 
proofs, federated learning, secure enclaves, differential privacy, and 
synthetic data generation tools.”

PRIVACY ENHANCING 
TECHNOLOGIES IN AI/ML



PRIVACY PRESERVING 
MACHINE LEARNING

Potential approach:
●Increase use of term “PPML” in 

communication efforts.
●Include other solutions beyond 

PETs in PPML (RLHF, machine 
unlearning,..)

●Common effort to position PPML 
in the ethical AI 



DIFFERENTIAL 
PRIVACY

• Mathematical definition for privacy-preserving 
data analysis.

• Goal: Learn as much as possible about a group 
while learning as little as possible about any 
individual who is part of it.

• Outcome of analysis is essentially equally 
likely, independent of whether any individual 
joins, or refrains from joining, the dataset 
(Dwork, 2017).

• Achieved by adding “noise” (randomized 
responses) to data set.



SYNTHETIC DATA

• Artificially generated data by an algorithm 
trained on a real data set.

• Goal: Preserving privacy in testing 
systems or training data for machine 
learning algorithms.

• Replaces original data while reproducing 
the statistical properties and patterns of 
the original set.



Tumult Labs



PERMANENT 
PROGRESS

Some examples:

Privacy rights (right to be deleted) & IP: Machine 
unlearning.

Hallucination: Retrieval Augmented Generation (RAG) -
supplementing prompts with external data from an 
external data source (internet, APIs, databases, or 
documents).

Explainability/Interpretability: Decomposing groups of 
neurons into interpretable features… (Anthropic)

Model/Inference/Prompt Confidentiality: Trusted 
Execution Environments (TEEs) / Confidential 
computing

Best practices: Du-duplication, auditing, red teaming..



OUTLOOK: 
RESPONSIBLE BY 

DESIGN

● Current AI systems will likely not meet all 
regulatory requirements.

● Attention will shift from merely 
understanding IF models comply with 
regulation to understanding how to BUILD 
models that comply with regulation.

● Harnessing Advanced ML with 
Transparency and Explainability



LET’S DISCUSS:
1. What do you perceive as the biggest challenge in implementing AI governance in your organization?

2. How prepared do you feel your organization is to integrate ethical considerations into its AI strategies?

3. How familiar are you with privacy-preserving machine learning techniques, and do you see them as a 
necessity in your current AI projects?

4. In your opinion, how well does your organization's current data governance framework support the 
effective management of AI systems?



Thank you 
for your 
attention!

Follow me on Linkedin and get in 
touch for learning more about Daiki -
AI governance & enablement 


